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UNIT-III 

DISTRIBUTIONS 

BINOMIAL DISTRIBUTION        

BERNOULLI TRIAL: 

 A trial satisfying following condition is called Bernoulli trial. 

 i) There are only two possible outcomes for each trial called success, failure. 

 ii) The probability of success is same for each trial. 

 iii) n trials are independent. 

* Binomial distribution was discrete random variable in Bernoulli trial. 

* Probability of success – p, probability of failure – q then p + q = 1 

* Suppose there are n trials. Probability of getting r success, n – r failure is 𝑝𝑟𝑞𝑛−𝑟 
* Probability of getting r success, n – r failures among n trials 

 𝑃(𝑟) = 𝐶𝑟 
𝑛 = 𝑝𝑟𝑞𝑛−𝑟 

 𝐵(𝑥, 𝑛, 𝑝) = 𝐶𝑟𝑝
𝑟𝑞𝑛−𝑟 

𝑛  

MEAN & VARIANCE OF BINOMIAL DISTRIBUTION: 

MEAN: 

 𝜇 = 𝐸(𝑋) = ∑ 𝑟(𝑝(𝑟))𝑛
𝑟=0 = ∑ 𝑟 × 𝐶𝑟 

𝑛 𝑝𝑟𝑞𝑛−𝑟𝑛
𝑟=0   𝐶1 

𝑛 = 𝑛; 𝐶2 
𝑛 =

𝑛(𝑛−1)

2
 

 = 0 × 𝑞𝑛 + 1 × 𝐶1 
𝑛 𝑝𝑞𝑛−1 + 2 𝐶2 

𝑛 𝑝2𝑞𝑛−2 + 𝐶3 
𝑛 𝑝3𝑞𝑛−3… .𝑛. 𝑝𝑛 

 = 𝑛𝑝𝑞𝑛−1 + 2
𝑛(𝑛−1)

2!
𝑝2𝑞𝑛−2 + 3

𝑛(𝑛−1)(𝑛−2)

3!
+⋯𝑛𝑝𝑛 = 𝑛𝑝[𝑞𝑛−1 + (𝑛 − 1)𝑝𝑞𝑛−2 +

⋯+ 𝑝𝑛−1] = 𝑛𝑝(𝑞 + 𝑝)𝑛−1 = 𝑛𝑝  [q + p = 1] 

VARIANCE: 

 Variance 𝜎2 = 𝑉(𝑋) 

 𝐸(𝑋2) − (𝐸(𝑋))
2
= ∑ [𝑟2𝑝(𝑟)] − 𝜇2𝑛

𝑟=0  

 = ∑ (𝑟(𝑟 − 1) + 𝑟) 𝑝(𝑟)𝑛
𝑟=0 − 𝜇2 ∑ 𝑟𝑝(𝑟) = 𝜇𝑛

𝑟=0  

 = ∑ r(r − 1)p(r)n
r=0 + ∑ r p(r)n

r=0 − μ2 = ∑ r(r − 1) Cr 
n prqn−rn

r=0 + μ − μ2 
 = [0 + 0 + 2 C2 

n p2qn−2 + 3.2 C3 
n p3qn−3 +⋯+ n(n − 1)pn] + μ − μ2 

 = [2.
n(n−1)

2!
p2qn−2 + 6.

n(n−1)(n−2)

3!
p3qn−3 +⋯+ n(n − 1)pn] + μ − μ2 

 = 𝑛(𝑛 − 1)𝑝2[𝑞𝑛−2 + (𝑛 − 2)𝑝𝑞𝑛−3 +⋯+ 𝑝𝑛−2] + 𝜇 − 𝜇2 
 = 𝑛(𝑛 − 1)𝑝2(𝑞 + 𝑝)𝑛−2 + 𝜇 − 𝜇2 = 𝑛(𝑛 − 1)𝑝2(1) + 𝜇 − 𝜇2 
 = 𝑛(𝑛 − 1)𝑝2 + 𝑛𝑝 − 𝑛2𝑝2 
 = 𝑛2𝑝2 − 𝑛𝑝2 + 𝑛𝑝 − 𝑛2𝑝2 = −𝑛𝑝2 + 𝑛𝑝 = 𝑛𝑝(1 − 𝑝) 
 Variance = 𝑛𝑝𝑞 

MODE: 

 Mode is the value of x for which p(x) has maximum value. 

 Mode is integral part of (n+1)P, if (n+1)P is not integer. 

 = (n + 1)P and (n+1)(p – 1) if (n +1)P is integer. 

RECURRENCE RELATION FOR THE BINOMIAL DISTRIBUTION: 

 𝑝(𝑟) = Cr 
n prqn−r 

 𝑝(𝑟 + 1) = Cr+1 
n pr+1qn−r−1 

 
𝑝(𝑟+1)

𝑝(𝑟)
=

Cr+1 
n

Cr n
.
pr+1qn−r−1

prqn−r
=
𝑛−𝑟

𝑟+1

𝑝

𝑞
 

 p(r + 1) = (
𝑛−𝑟

𝑟+1
×
𝑝

𝑞
) 𝑃(𝑟) 
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BINOMIAL FREQUENCY DISTRIBUTION: 

 If n independent trials constitute one experiment and this experiment is repeated N times 

then the frequency of r success is N × Cr 
n prqn−r. Since the probability of 0, 1, 2 ….r….n 

success in n trials are given by the terms of binomial expansion of (𝑞 + 𝑝)𝑛 therefore in N 

set of n trials theoretical frequencies  of 0, 1, 2, …r…n success will be given by the terms 

of expansion of N(𝑝 + 𝑞)𝑛. The possible No. of success and their frequencies is called 

Binomial frequency distribution. 

PROBLEMS: 

1. Assume that 50% of engineering students are good in mathematics. Determine probability 

that is exactly 10 are good in mathematics. 

Sol: Given, 𝑝 = 50% =
50

100
=
1

2
, 𝑞 = 1 − 𝑝 =

1

2
 

 In Binomial, 𝑃(𝑟) = 𝐶𝑟 
𝑛 𝑝𝑟𝑞𝑛−𝑟 

 𝑃(10) = 𝐶10 
18 (

1

2
)
10
(
1

2
)
8
= 0.1669 

2. During a stage in the manufacturing of IC's a coating must be applied. If 70% of IC 

received thick enough coating, find probability among 15 chips exactly 8 has thick enough 

coating. 

Sol: Given, 𝑝 = 70% =
70

100
=

7

10
;   𝑞 =

3

10
; 𝑛 = 15 

 In Binomial 

 𝑃(𝑟) = 𝐶𝑟 
𝑛 𝑝𝑟𝑞𝑛−𝑟 

 𝑃(𝑥 = 8) = 𝐶8 
15 (

7

10
)
8
(
3

10
)
7
= 0.0811 

3. Ten coins are thrown simultaneously. Find the probability of getting at least seven heads. 

Sol. p = probability of getting head = ½  

 q = probability of getting tail = ½  

 Probability of getting r heads in a throw of 10 coins  

 p(r) = Cr 
10 (

1

2
)
r
(
1

2
)
10−r

 

 Probability of getting at least seven heads is given by 

 P(X ≥ 7) = P(X = 7) + P(X = 8) + P(X = 9) + P(X = 10) 

 = C7 
10 (

1

2
)
7
(
1

2
)
3
+ C8 
10 (

1

2
)
8
(
1

2
)
2
+ C9 
10 (

1

2
)
9
(
1

2
)
1
+ C10 
10 (

1

2
)
10

 

 =
1

210
[ C7 
10 + C8 

10 + C9 
10 + C10 

10 ] =
1

210
[120 + 45 + 10 + 1] =

176

1024
= 0.171 

4. Ten coins are tossed simultaneously (or) one coin is tossed ten times. Find the probability 

of getting at least 7 heads.                  

Sol: Same as above 

5. In 256 sets of 12 tosses of a coin in how many cases one can expect 8 heads and 4 tails. 

Sol: p =
1

2
, q =

1

2
 

 The probability of getting 8 heads and 4 tails in 12 trails is 

 P(X = 8) = C8 
12 (

1

2
)
8
(
1

2
)
4
=
12×11×10×9

4×3×2×1
(
1

212
) =

495

212
= 0.12085 

 Expected number of such cases in 256 sets 

 = 256P(X = 8) = 256 × 0.12085 = 30.93 ≅ 31. 

6. Determine the probability of getting 9 exactly twice in 3 throws with a pair of dice.  

Sol: Given that n = 3 
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 p = probability of getting 9 where two dice are rolled  =
4

36
 

 B(r,m, p) = B(2, 3,
4

36
) =  C2 

3 (
4

36
)
2
(1 −

4

36
) = 3(

4

36
)
2
×
8

9
=

8

243
 

7. In eight throws of a dice 5 or 6 considered as success. Find the mean number of success 

and S.D.                     

Sol: Probability of getting 5 or 6 =
2

6
=
1

3
 

 ⇒p =
1

3
  ,   𝑞 = 1 −

1

3
=
2

3
 

 No. of trials n = 8 

 For Binomial distribution 

 Mean = np = 8 ×
1

3
=
8

3
 

 Variance = npq = 8 ×
1

3
×
2

3
=
16

9
 

 ⇒ 𝜎2 =
16

9
 ⇒  𝜎 =

4

3
 

8. Two dice are thrown 5 times. If getting a double (equal numbers) is success. Find the 

probability of success i) at least once ii) two times    

Sol: n = 5 

 S = 62 = 36 

 Favourable events P = {(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (6, 6)} 

 p =
6

36
=
1

6
;   𝑞 =

5

6
 

 i) Probability of getting double at least once 

 P(X > 1) = 1 − P(X = 0) = 1 − [ C0 
5 (

1

6
)
0
(
5

6
)
5
] = 1 −

55

65
=
4651

7776
= 0.5981 

 ii) P(X = 2) = C2 
5 (

1

6
)
2
(
5

6
)
3
= 10 ×

1

36
×
125

216
=
1250

7776
= 0.16075 

9. Determine Mode of the binomial distribution, for which mean is 4 and variance is 3.  

Sol: Mean = 4 ⇒np = 4 

 Variance = 3⇒npq = 3 

 
𝑛𝑝𝑞

𝑛𝑝
=
3

4
 ⇒ 𝑞 =

3

4
 

 ⇒ 𝑝 = 1 − 𝑞 = 1 −
3

4
=
1

4
 

 Substitute the values of p and q in np = 4, we get, n =
4

p
=
4
1

4

= 16 

 Mode = (n + 1)P =
16+1

4
=
17

4
= 4.25 𝑛𝑜𝑡 𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 

 [4.25]  =  4 

10. Out of 800 families with 5 children each, how many would you expect to have a) 3 boys,  

b) 5 girls, c) either 2 or 3 boys (Assume equal probability for boys and girls) 

Sol: No. of families = 800 

 Probability of each boy p =
1

2
 

 q =
1

2
 

 n = 5 

 p(r) = Cr 
n prqn−r 

 a) P(3 boys) = P(r = 3) = C3 
5 (

1

2
)
3
(
1

2
)
2
= C3 
5 1

25
=
10

32
=

5

16
 𝑝𝑒𝑟 𝑓𝑎𝑚𝑖𝑙𝑦 
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 800 𝑓𝑎𝑚𝑖𝑙𝑖𝑒𝑠, the probability of no. of familes having 3 sons =
5

16
× 800 = 250 

 b) 𝑃(5 𝑔𝑖𝑟𝑙𝑠) = 𝑃(𝑋 = 5) =
1

32
 𝑝𝑒𝑟 𝑓𝑎𝑚𝑖𝑙𝑦 

 For 800 families the probability is 
1

32
× 800 = 25 

 c) P(2 or 3) = P(r = 2) + 𝑃(𝑟 = 3) =
20

32
=
5

8
 𝑝𝑒𝑟 𝑓𝑎𝑚𝑖𝑙𝑦 

 For 800 families the probability is =
5

8
× 800 = 500. 

11. Mean and Variance of binomial distribution are 4 and 4/3. Find P(X ≥ 1).       

Sol: Given np = 4;   npq =
4

3
 

 
npq

np
=

4

3

4
=
1

3
 

 ⇒q =
1

3
 

 ⇒p = 1 − q = 1 −
1

3
=
2

3
 

 ⇒n =
4

p
=
4
2

3

= 6 

 P(X ≥ 1) = 1 − 𝑃(𝑋 < 1) = 1 − 𝑃(𝑋 = 0) = 1 − (
1

3
)
6
= 0.9986 

12. Mean and Variance are 16, 8. Find P(X ≥ 1)𝑎𝑛𝑑 𝑃(𝑋 > 2) 
Sol: Given np = 16 and npq = 8 

 ⇒
npq

np
=

8

16
=
1

2
⇒ 𝑞 =

1

2
⇒ 𝑝 =

1

2
 𝑎𝑛𝑑 𝑛 = 32 

 P(X ≥ 1) = 1 − P(X < 1) = 1 − C0 
32 (

1

2
)
32
= 1 −

1

232
 

 P(X > 2) = 1 − P(X ≤ 2) = 1 − (P(X = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2)) 

 = 1 − (
1

2
)
32
(1 + 32 + 496) = 0.9999 

13. The mean of binomial distribution is 3 and variance is 9/4. Find value of n, 

 P(X ≥ 7) and P(1 ≤ X < 6) 
Sol: Given np = 3, npq = 9/4 
 n = 12 

 P(X ≥ 7) = 1 − P(X < 7) = 1 − (P(X = 0) +⋯P(X = 6)) 
 = 1 − 0.8554 = 0.1446 

 P(1 ≤ X < 6) = P(X = 1) +⋯ . P(X = 5) =
37

412
= 0.82 

14. The mean and variance of a binomial distribution are 6 and 3 respectively. Find mode of 

binomial distribution. 

Sol: Mean np = 6 

 Variance = npq = 3 

 
npq

np
=
3

6
=
1

2
 

 ⇒ 𝑞 =
1

2
 ⇒ 𝑝 =

1

2
 

 n =
6

p
=
6
1

2

= 12 

 Mode of binomial distribution (n + 1)P =
(12+1)1

2
=
13

2
= 6.5  

 Since (n + 1) P is not an integer, integral part of 6.5 is mode 

 ∴ Mode = 6 
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15. Probability of a man hitting a target is 1/3.  

 If he fires 5 times what is the probability of his hitting the target at least twice. 

Sol: p =
1

3
, n = 5, q =

2

3
 

 Probability of hitting the target at least twice 

 P(X ≥ 2) = 1 − P(X < 2) = 1 − P(X = 0) + P(X = 1) 

 = 1 − [ C0 
5 (

1

3
)
0
(
2

3
)
5
+ C1 
5 (

1

3
)
1
(
2

3
)
4
] = 1 − [

5×25

35
+
5×24

35
] =

1

81
 

16. In a binomial distribution consisting of 5 independent trials. Probability of 1 and 2 success 

are 0.4096 and 0.2048. Find the parameter p of the distribution.  

Sol: n = 5 

 𝑃(𝑋 = 1) = 0.4096, 𝑃(𝑋 = 2) = 0.2048 

 C1 
5 p1(1 − p)4 = 0.4096;  C2 

5 p2(1 − p)3 = 0.2048 

 
C1 
5 p1(1−p)4

C2 
5 p2(1−p)3

=
0.4096

0.2048
⇒
5(1−𝑝)

10𝑝
= 2 

 ⇒ 1− 𝑝 = 4𝑝 ⇒ 5𝑝 = 1 ⇒ 𝑝 =
1

5
= 0.2  

 ⇒ 𝑞 = 1 − 𝑝 = 1 − 0.2 = 0.8 

17. 20% of items produced from a factory are defective. Find the probability that in a sample 

of 5 chosen at random  

 i) None is defective ii) One is defective iii) 𝑃(1 < 𝑥 < 4)   

Sol: As per probability of defective item 

 𝑝 =
20

100
=
1

5
;  𝑞 =

4

5
; 𝑛 = 5 

 i) 𝑃(𝑋 = 0) = C0 
5 (

1

5
)
0
(
4

5
)
5
= (

4

5
)
5
 

 ii) P(X = 1) =  (
4

5
)
4
 

 iii) P(1 < 𝑋 < 4) = P(X = 2) + P(X = 3) = 10(
42

54
) 

18. Find maximum n such that the probability of getting no heads in tossing a coin n times is 

greater than 0.1 

Sol: p =
1

2
;   𝑛 = 𝑛 

 P(X = 0) > 0.1 

 C0 
n (p)0(1 − p)𝑛 >

1

10
 

 (
1

2
)
𝑛
>

1

10
 

 n = 1,
1

2
= 0.5,

1

22
= 0.25 

 n = 3,
1

23
= 0.125,

1

24
= 0.0625 

 for n ≥ 4  probability is <
1

10
 

 ∴n = 3 

19. Fit a binomial distribution to the following data.     

n 0 1 2 3 4 5 

f 2 14 20 34 22 8 

 n is no. of trials. 

Sol: In fitting binomial distribution first of all mean, variance of the data are equated to np and 

npq. The expected frequencies are calculated from these values of n and p. 
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 Here n = 5 

 N = Total frequency ∑ 𝑓𝑖
5
𝑖=0 = 2 + 14+ 20 + 34 + 22 + 8 = 100 

 μ = np =
∑𝑓𝑖𝑥𝑖

𝑁
=
0(2)+1(14)+2(20)+3(34)+4(22)+5(8)

100
=
284

100
= 2.84 

 np = 2.84 

 ⇒ 𝑝 =
2.84

5
= 0.568 

 ⇒ 𝑞 = 1 − 𝑝 = 1 − 0.568 = 0.432 

 Binomial distribution is given by  P(r) = Cr 
n (p)𝑟(q)𝑛−𝑟 

  

r 𝐏(𝐫)  = 𝐂𝐫 
𝐧 (𝐩)𝒓(𝐪)𝒏−𝒓 Expected frequency 𝑵× 𝑷(𝒓) 

0 C0 
5 (0.568)0(0.432)5 = 0.150 100 × 0.150 = 1.5 ≅ 1 

1 C1 
5 (0.568)1(0.432)4 = 0.0989 100 × 0.989 = 9.89 ≅ 10 

2 C2 
5 (0.568)2(0.432)3 = 0.260 100 × 0.260 = 26 

3 C3 
5 (0.568)3(0.432)2 = 0.341 100 × 0.341 = 34 

4 C4 
5 (0.568)4(0.432)1 = 0.224 100 × 0.224 = 22 

5 C5 
5 (0.568)5(0.432)0 = 0.059 100 × 0.59 = 5.9 

  

xi 0 1 2 3 4 5 

fi 2 14 20 34 22 8 

Expected 

frequency 

1 10 26 34 22 6 

20. Fit a binomial distribution to the following frequency data.                                 

n 0 1 2 3 4 

f 28 62 46 10 4 

 n is no. of trials. 

Sol: Here n = 5 

 ∑ 𝑓𝑖
  
 = 150 

  𝑀𝑒𝑎𝑛 μ = np =
∑𝑓𝑖𝑥𝑖

∑ 𝑓𝑖  
=
0(28)+1(62)+2(46)+3(10)+4(4)

150
=
200

150
= 1.33 

 np = 1.33 

 ⇒ 𝑝 =
1.33

5
= 0.266 

 ⇒ 𝑞 = 1 − 𝑝 = 1 − 0.266 = 0.734 

 Binomial distribution is given by 

  𝐵(𝑟, 𝑛, 𝑝) = Cr 
n (p)𝑟(q)𝑛−𝑟 

 B(0, 5, 0.266) = C0 
5 (0.266)0(0.734)5 

 𝑝(0) = 0.213 

 𝑝(1) = 0.3857 

 𝑝(2) = 0.2765 

 𝑝(3) = 0.0968 

 𝑝(4) = 0.0183 

 Expected frequency N × p(x) 
 𝑓(0) = 𝑁 × 𝑝(0) = 150(0.213) = 31.9 ≅ 32 

 𝑓(1) = 57.8 ≅ 58 

 𝑓(2) = 41.47 ≅ 41 

 𝑓(3) = 14.52 ≅ 15 

 𝑓(4) = 2.74 ≅ 3 
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xi 0 1 2 3 4 

fi 28 62 46 10 4 

Expected 

frequency 

32 58 41 15 3 

POISSON DISTRIBUTION:        

 Poisson distribution is special case in binomial distribution. It can be derived from 

binomial distribution when p is very small, n is very large, 𝑛𝑝 = 𝜆 is finite. 

* In the binomial distribution probability of r success 

 𝑝(𝑟) = Cr 
n (p)𝑟(q)𝑛−𝑟 =

𝑛(𝑛−1)(𝑛−2)….(𝑛−(𝑟−1))

𝑟!
𝑝𝑟(1 − 𝑝)𝑛−𝑟 

 =
𝑛(𝑛−1)(𝑛−2)….(𝑛−(𝑟−1))

𝑟!
𝑝𝑟

(1−𝑝)𝑛

(1−𝑝)𝑟
 

 Put 𝑛𝑝 = 𝜆 𝑡ℎ𝑒𝑛 𝑛 =
𝜆

𝑝
 

 𝑝(𝑟) =

𝜆

𝑝
(
𝜆

𝑝
−1)(

𝜆

𝑝
−2)….(

𝜆

𝑝
−(𝑟−1))

𝑟!
𝑝𝑟
(1−𝑝)𝑛

(1−𝑝)𝑟
=
𝜆(𝜆−𝑝)(𝜆−2𝑝)….(𝜆−𝑝(𝑟−1))

𝑟!𝑝𝑟
𝑝𝑟

(1−𝑝)𝑛

(1−𝑝)𝑟
 

 𝑎𝑠 𝑛 → ∞,𝑝 → 0,we have 

 𝑝(𝑟) =
𝜆.𝜆…….𝑟 𝑡𝑖𝑚𝑒𝑠

𝑟!
Lim
𝑛→∞

(1 −
𝜆

𝑛
)
𝑛
lim
𝑝→0

1

(1−𝑝)𝑟
=
𝜆𝑟

𝑟!
lim
𝑛→∞

[(1 −
𝜆

𝑛
)

𝑛

−𝜆
]

−𝜆

 

 =
𝜆𝑟

𝑟!
𝑒−𝜆 [𝑠𝑖𝑛𝑐𝑒 lim

𝑛→∞
[(1 −

𝜆

𝑛
)

𝑛

−𝜆
] = 𝑒] 

 Probability of r success in Poisson distribution 𝑝(𝑟) =
𝜆𝑟

𝑟!
𝑒−𝜆 

* A random variable X is said to follow Poisson distribution if it assumes only non – 

negative values and its probability distribution is given by 

 𝑃(𝑥, 𝜆) = 𝑃(𝑋 = 𝑥) = {
𝑒−𝜆𝜆𝑥

𝑥!
  𝑥 = 0, 1, 2,… .

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 Sum of Poisson probabilities is 1 

 i.e.,𝑝(0) + 𝑝(1) + ⋯ . .= 𝑒−𝜆 +
𝑒−𝜆𝜆

1!
+⋯ 

 = 𝑒−𝜆(1 +
𝜆

1
+
𝜆2

2!
+⋯) =  𝑒−𝜆𝑒𝜆 = 1 

MEAN& VARIANCE OF POISSON DISTRIBUTION:        

 Mean𝜇 = 𝐸(𝑥) = ∑ 𝑟(𝑝(𝑟))∞
𝑟=0 = ∑ 𝑟.

𝑒−𝜆𝜆𝑟

𝑟!
∞
𝑟=0  

 = ∑ 𝑟.
𝑒−𝜆𝜆𝑟

𝑟(𝑟−1)!
∞
𝑟=0 = 𝑒−𝜆 ∑

𝜆𝑟

(𝑟−1)!
∞
𝑟=0  

 = 𝑒−𝜆 (
𝜆

0!
+
𝜆2

1!
+
𝜆3

2!
+⋯…) = 𝜆𝑒−𝜆 (1 + 𝜆 +

𝜆2

2!
+
𝜆3

3!
+⋯…) = 𝜆𝑒−𝜆𝑒𝜆 

 ⇒ 𝑀𝑒𝑎𝑛 𝜇 =  𝜆 

         Variance: 𝜎2 = 𝐸(𝑋2) − (𝐸(𝑋))
2
= ∑ 𝑟2𝑝(𝑟)∞

𝑟=0 − 𝜇2 = ∑
𝑟2𝑒−𝜆𝜆𝑟

𝑟!
∞
𝑟=0 − 𝜇2 

 = 𝑒−𝜆 [∑ 𝑟2
𝜆𝑟

𝑟!
∞
𝑟=0 ] − 𝜇2 = 𝑒−𝜆 [

1.𝜆

1!
+
𝜆222

2!
+
𝜆333

3!
+⋯] − 𝜆2 

 = 𝑒−𝜆 . 𝜆 [1 + 2𝜆 +
3𝜆2

2!
+
4𝜆3

3!
+⋯ . . ] − 𝜆2 

 = 𝑒−𝜆 . 𝜆 [1 +
(1+1)𝜆

1!
+
(1+2)𝜆2

2!
+
(1+3)𝜆3

3!
+⋯] − 𝜆2 
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 = 𝑒−𝜆 . 𝜆 [1 +
𝜆

1!
+
𝜆2

2!
+
𝜆3

3!
+⋯ . . ] + [

𝜆

1
+
2𝜆2

2!
+
3𝜆3

3!
+⋯ . ] − 𝜆2 

 = 𝑒−𝜆 . 𝜆 [𝑒𝜆 + 𝜆 [1 +
𝜆

1!
+
𝜆2

2!
+⋯ . ]] − 𝜆2 = 𝑒−𝜆. 𝜆[𝑒𝜆 + 𝜆𝑒𝜆] − 𝜆2 

 = 𝜆𝑒−𝜆. 𝑒𝜆 + 𝜆2𝑒−𝜆𝑒𝜆 − 𝜆2 = 𝜆 + 𝜆2 − 𝜆2 ⇒ 𝜎2 = 𝜆 
 ⇒ 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝜎2 = 𝜆 

MODE OF THE POISSON DISTRIBUTION: 

 Mode value of r for which p(r) is maximum. 

 Mode of Poisson distribution lies between (𝜆 − 1) 𝑎𝑛𝑑 𝜆 

Case i) If 𝜆 is an integer then 𝜆 − 1 is also integer. So we have two maximum values and the 

distribution is bi – modal. 

Case ii) If 𝜆 is not an integer, the mode of Poisson distribution is integral part of 𝜆. 

RECURRENCE RELATION FOR POISSON DISTRIBUTION: 

 𝑝(𝑟) =
𝑒−𝜆𝜆𝑟

𝑟!
 

 𝑝(𝑟 + 1) =
𝑒−𝜆𝜆𝑟+1

(𝑟+1)!
=

𝜆

𝑟+1
.
𝑒−𝜆𝜆𝑟

𝑟!
 

 𝑝(𝑟 + 1) =
𝜆

𝑟+1
𝑝(𝑟) 

PROBLEMS: 

1. In Poisson if 𝑃(𝑥 = 2) = 𝑃(𝑥 = 3) then find variance of x and P(4) 

Sol: Given, P(x = 2) = P(x = 3) 

 In Poisson distribution, 

 𝑃(𝑥) =
𝑒−𝜆𝜆𝑥

𝑥!
 

 i.e.,
𝑒−𝜆𝜆2

2
=
𝑒−𝜆𝜆3

6
⇒  𝜆 = 3 

 Variance = 𝜆 = 3 

 𝑃(4) =
𝑒−𝜆𝜆4

24
=
𝑒−3(3)4

24
= 0.168 

2. 0.8% of fuses delivered to a company are defective. Use Poisson approximation to 

determine the probability that 4 fuses will be defective in random sample of 400.                     

Sol: Given, 𝑝 = 0.8% =
0.8

100
= 0.008, 𝑛 = 400 

 Mean 𝜆 = 𝑛𝑝 = 400 × 0.008 = 4 × 0.8 = 3.2 
 In Poisson, 

 𝑃(𝑥) =
𝑒−𝜆𝜆𝑥

𝑥!
=𝑃(𝑥 = 4) =

𝑒−(3.2)(3.2)4

24
= 0.1781 

3. At a check counter customers arrive on average 1.5 per minute. Find probability that in 

any given minute (i) At most 4,  (ii) Exactly 4,  (iii) At least 4 will arrive.                        

Sol: Given, Mean or Average, 𝜆 = 1.5 

 In Poisson, 𝑃(𝑥) =
𝑒−𝜆𝜆𝑥

𝑥!
 

 i) At most 4: 

 𝑃(𝑥 ≤ 4) = 𝑃(0) + 𝑃(1) + 𝑃(2) + 𝑃(3) + 𝑃(4) 

 = 𝑒−𝜆 [
𝜆0

1
+
𝜆1

1!
+
𝜆2

2!
+
𝜆3

3!
+
𝜆4

4!
] = 𝑒−1.5 [1 + 1.5 +

(1.5)2

2
+
(1.5)3

6
+
(1.5)4

24
] = 0.98 

 ii) Exactly 4: 
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 𝑃(𝑥 = 4) =
𝑒−1.5(1.5)4

4!
= 0.47 

 iii) At least 4: 

 𝑃(𝑥 ≥ 4) = 1 − 𝑃(𝑥 < 4) 
 = 1 − 𝑃(𝑥 ≤ 4) + 𝑃(4) 
 = 1 − 0.9814 + 0.471 = 0.065  

4. In Poisson 𝑃(𝑥 = 1).
3

2
= 𝑃(𝑥 = 3). 𝐹𝑖𝑛𝑑 𝑃(𝑥 ≥ 1) 

Sol: 
𝑒−𝜆𝜆

1!
.
3

2
=
𝑒−𝜆𝜆3

3!
⇒ 3 =

𝜆2

3
⇒ 𝜆2 = 9 ⇒ 𝜆 = 3 

 𝑃(𝑥 ≥ 1) = 1 − 𝑃(𝑥 < 1) 

 = 1 − 𝑃(0) = 1 −
𝑒−330

0!
= 1 − 𝑒−3 = 0.9502. 

5. 2% of items produced from a factory are defective. The items are parked in boxes what is 

the probability that there will be 2 defective, atleast 3 defective in a box of 100 items. 

Sol: Given 𝑝 = 2% =
2

100
= 0.02 (𝑣𝑒𝑟𝑦 𝑠𝑚𝑎𝑙𝑙) 

 𝑛 = 100 (𝑙𝑎𝑟𝑔𝑒) 
 Mean, 𝜆 = 𝑛𝑝 (𝐼𝑛 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙) 
 = 100 × 0.02 = 2 

 In Poisson, 𝑃(𝑥) =
𝑒−𝜆𝜆𝑥

𝑥!
 

 𝑃(2) =
𝑒−222

2!
= 0.2707 

 𝑃(𝑥 ≥ 3) = 1 − 𝑃(𝑥 < 3) 

 = 1 − [𝑃(0) + 𝑃(1) + 𝑃(2)] = 1 − 𝑒−2 [
20

0!
+
21

1!
+
22

2!
] = 1 − 𝑒−2 [3 +

(2)2

2
] 

 = 1 − 5𝑒−2 = 0.3233. 

6. Variance of Poisson variate is 3. Find probability that (i) 𝑥 =  0, (ii) 1 ≤ 𝑥 < 4,   

 (iii) 0 < 𝑥 ≤ 3                          

Sol: Given, Variance, 𝜆 = 3,𝑃(𝑥) =
𝑒−𝜆𝜆𝑥

𝑥!
  

 (i) 𝑥 = 0 

 𝑃(𝑥 = 0) =
𝑒−3𝜆0

0!
= 𝑒−3 = 0.0498 

 (ii) 1 ≤ 𝑥 < 4 

 𝑃(1 ≤ 𝑥 < 4) = 𝑃(1) + 𝑃(2) + 𝑃(3) = 𝑒−3 [
𝜆1

1!
+
𝜆2

2!
+
𝜆3

3!
] = 𝑒−3 [3 +

9

2
+
27

6
] 

 = 𝑒−3[12] = 0.5974. 

 (iii) 0 < 𝑥 ≤ 3 

 𝑃(0 < 𝑥 ≤ 3) = 𝑃(1) + 𝑃(2) + 𝑃(3) = 12𝑒−3 = 0.5974. 

7. Fit a Poisson distribution to the following data:  

x 0 1 2 3 4 

f 109 65 22 3 1 

Sol: Fitting Poisson distribution means finding expected frequencies.  

 Expected frequency = 𝑁 × 𝑃(𝑥) 
 N = Sum of frequencies = ∑𝑓 = 200 

 𝑃(𝑥) =
𝑒−𝜆𝜆𝑥

𝑥!
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 Mean𝜆 =
∑𝑓𝑥

∑𝑓
=
0+65+44+9+4

200
= 0.61.  

𝒙 
𝑷(𝒙) =

𝒆−𝝀𝝀𝒙

𝒙!
 

Expected frequency 𝑵.𝑷(𝒙) 

0 𝑃(0) = 𝑒−0.61(0.61)0 = 0.5434 200 × 0.5434 = 108.68 
1 𝑃(1) = 𝑒−0.61(0.61)1 = 0.3314 200 × 0.3314 = 66.28 

2 
𝑃(2) =

𝑒−0.61(0.61)2

2
= 0.1011 

200 × 0.1011 = 20.22 

3 
𝑃(3) =

𝑒−0.61(0.61)3

6
= 0.0206 

200 × 0.0206 = 4.12 

4 
𝑃(4) =

𝑒−0.61(0.61)4

24
= 0.0031 

200 × 0.0031 = 0.62 

Fitted Poisson distribution:  

𝒙 0 1 2 3 4 

𝒇 109 65 22 3 1 

𝑬(𝒇) 109 66 20 4 1 

8. If the variance of Poisson variate is 3. Find probability that i) X = 0, ii) 1 ≤ 𝑋 < 4  

 iii) 0 < 𝑋 ≤ 3  

Sol: 𝜆 = 3 

 𝑝(𝑥, 𝜆) =
𝑒−𝜆𝜆𝑥

𝑥!
 

 i) 𝑃(𝑋 = 0) =
𝑒−3𝜆0

0!
= 𝑒−3 = 0.0498 

 ii) 𝑃(1 ≤ 𝑋 < 4) = 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) 

 =
𝑒−331

1
+
𝑒−332

2!
+
𝑒−333

3!
= 3. 𝑒−3 + 𝑒−3

32

2
+ 𝑒−3

33

6
= 𝑒−3 [3 +

9

2
+
27

6
] 

 = 𝑒−3(12) = 0.5974 

 iii) 𝑃(0 < 𝑋 ≤ 3) = 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) =
𝑒−331

1
+
𝑒−332

2!
+
𝑒−333

3!
 

 = 3. 𝑒−3 + 𝑒−3
32

2
+ 𝑒−3

33

6
= 𝑒−3 [3 +

9

2
+
27

6
] = 𝑒−3(12) = 0.597 

9. The average number of phone calls / minute coming into a switch board between 2 pm and 

4 pm is 2.5. Determine the probability that during one particular minute there will be 

 i) 4 or fewer and ii) more than 6 calls. 

Sol: Given 𝜆 = 2.5 

 𝑝(𝑥) = 𝑒−𝜆
𝜆𝑥

𝑥!
 

 i) 𝑃(𝑋 ≤ 4) = 𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) + 𝑃(𝑋 = 4) 

 =  𝑒−2.5 [
(2.5)0

0!
+
(2.5)1

1!
+
(2.5)2

2!
+
(2.5)3

3!
+
(2.5)4

4!
] 

 = 𝑒−2.5[1 + 2.5 + 3.125 + 2.6042 + 1.6276]  = 0.8912 

10. 2% of the items of a factory are defective. The items are packed in boxes. What is the 

probability that there will be i) 2 defective, ii) at least three are defective in a box of 100 

items. 

Sol: Given p = probability of defective items 

 𝑝 = 0.02, 𝑛 = 100 

 𝑀𝑒𝑎𝑛 𝜆 = 𝑛𝑝 = 0.02 × 100 = 2 

 i) 𝑃(𝑋 = 2) =
𝑒−222

2!
=

2

𝑒2
= 0.2706 
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 ii) 𝑃(𝑋 ≥ 3) = 1 − [𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2)] = 1 − 𝑒−2 [
20

0!
+
21

1!
+
22

2!
] 

 = 1 − 𝑒−2(1 + 2 + 2) = 1 − 𝑒−2 = 0.3233. 

11. The average number of accidents on any day on a national highway is 1.8. Determine the 

probability that the number of accidents are i) at least one, ii) at most one             

Sol: 𝜆 = 1.8 

 𝑃(𝑋 ≥ 1) = 1 − 𝑃(𝑋 = 0) = 0.8347 

 𝑃(𝑋 ≤ 1) = 𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) = 0.4628 

12. If X is a Poisson variate 𝑃(𝑋 = 0) = 𝑃(𝑋 = 1).  𝐹𝑖𝑛𝑑 𝑃(𝑋 = 0) and using recurrence 

formula find the probabilities at x = 1, 2, 3, 4 and 5. 

Sol: Given that 𝑃(𝑋 = 0) = 𝑃(𝑋 = 1) 

 
𝑒−𝜆𝜆0

0!
=
𝑒−𝜆𝜆1

1!
 ⇒  𝜆 = 1 

 i) 𝑃(𝑋 = 0) =?  

 𝑃(𝑋 = 0) =
𝑒−𝜆𝜆0

0!
= 𝑒−1 = 0.3678 

 ii) Recurrence formula for Poisson distribution is 

 𝑝(𝑟 + 1) =
𝜆

𝑟+1
𝑝(𝑟) 

 𝑟 = 0, 𝑝(1) = 𝑝(0 + 1) =
1

0+1
𝑝(0) =

1

1
0.3678 = 0.3678 

 𝑟 = 1, 𝑝(2) = 𝑝(1 + 1) =
1

1+1
𝑝(1) =

1

2
0.3678 = 0.1839 

 𝑟 = 2, 𝑝(3) = 𝑝(2 + 1) =
1

2+1
𝑝(2) =

1

3
0.1839 = 0.0613 

 𝑟 = 3, 𝑝(4) = 𝑝(3 + 1) =
1

3+1
𝑝(3) =

1

4
0.0613 = 0.01532 

 𝑟 = 4, 𝑝(5) = 𝑝(4 + 1) =
1

4+1
𝑝(4) =

1

5
0.01532 = 0.00306 

13. If the variance of Poisson variate is 3, find probability that i) 𝑋 = 0, ii) 1 ≤ 𝑋 < 4,  

 iii) 0 < 𝑋 ≤ 3. 

Sol: For a Poisson distribution Mean = Variance 

 𝜆 = 3 ;   𝑃(𝑟, 𝜆) =
𝑒−𝜆𝜆𝑟

𝑟!
 

 𝑃(𝑋 = 0) =
𝑒−330

0!
= 𝑒−3 = 0.0498 

 𝑃(1 ≤ 𝑋 < 4) = 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) = 𝑒−3(12) = 0.5974. 

 𝑃(0 < 𝑋 ≤ 3) = 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) = 0.5974. 

14. If X is a Poisson variate such that3𝑃(𝑋 = 4) =
1

2
𝑃(𝑋 = 2) + 𝑃(𝑋 = 0). Find i) Mean of 

X, ii) 𝑃(𝑋 ≤ 2) 

Sol: Given 3𝑃(𝑋 = 4) =
1

2
𝑃(𝑋 = 2) + 𝑃(𝑋 = 0) 

 ⇒ 3[
𝑒−𝜆𝜆4

4!
] =

1

2
[
𝑒−𝜆𝜆2

2!
] +

𝑒−𝜆𝜆0

0!
 

 ⇒3[
𝑒−𝜆𝜆4

24
] =

1

2
[
𝑒−𝜆𝜆2

2
] + 𝑒−𝜆 ⇒

𝑒−𝜆𝜆4

2
= 𝑒−𝜆[𝜆2 + 4] ⇒ 𝜆4 

 = 2𝜆2 + 8 ⇒ 𝜆4 − 2𝜆2 − 8 = 0 

 ⇒ 𝜆2(𝜆2 − 4) + 2(𝜆2 − 4) = 0 ⇒ (𝜆2 + 2)(𝜆2 − 4) = 0 ⇒ 𝜆2 
 = −2 𝑎𝑛𝑑 𝜆2 = 4 ⇒ 𝜆 = ±2 

 ii) 𝑃(𝑋 ≤ 2) = 𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) 

 =
𝑒−220

0!
+
𝑒−221

1!
+
𝑒−222

2!
= 𝑒−2[1 + 2 + 2] = 4(𝑒−2) = 0.5413 
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15. Fit a Poisson distribution to calculate the theoretical frequencies for the following data. 

x 0 1 2 3 4 

f 109 65 22 3 1 

 Mean ∑
𝑓𝑥

𝑁
=
0×109+1×65+2×22+3×3+4×1

200
=
122

200
= 0.61 

 ⇒  𝜆 = 0.61 

 Required probability distribution = 𝑁 ×
𝑒−𝜆𝜆𝑟

𝑟!
= 𝑁 × 𝑃(𝑟) 

 = 200 ×
𝑒−0.61(0.61)𝑟

𝑟!
=
200×0.5435×(0.61)𝑟

𝑟!
=
108.7×(0.61)𝑟

𝑟!
  

 

r 
𝑵 ×  𝑷(𝒓) =

𝟏𝟎𝟖. 𝟕(𝟎. 𝟔𝟏)𝒓

𝒓!
 

Expected Frequency 

0 108.7 109 

1 108.7 ×  0.61 = 66.3 66 

2 
108.7 ×

(0.61)2

2!
= 20.2 

21 

3 
108.7 ×

(0.61)3

3!
= 4.1 

4 

4 
108.7 ×

(0.61)4

4!
= 0.7 

1 

PRACTICE PROBLEM: 

16. Fit Poisson distribution:  

x 0 1 2 3 4 5 

f(x) 42 33 14 6 4 1 

NORMAL DISTRIBUTION:                         

 Normal distribution is defined on continuous random variable. 

 A random variable X is said to have normal distribution if its density function or 

probability distribution is given by 

 𝑓(𝑥, 𝜇, 𝜎) =
1

𝜎√2𝜋
𝑒
−
(𝑥−𝜇)2

2𝜎2  − ∞ < 𝑥 < ∞,−∞ < 𝜇 < ∞, 𝜎 > 0 

 Where 𝜇 = 𝑚𝑒𝑎𝑛, 𝜎 = 𝑆. 𝐷. 

MEAN OF NORMAL DISTRIBUTION:                              

 Mean = 𝐸[𝑋] = ∫ 𝑥 𝑓(𝑥)𝑑𝑥
∞

−∞
=

1

𝜎√2𝜋
∫ 𝑥𝑒−

1

2
(
𝑥−𝑏

𝜎
)
2

𝑑𝑥
∞

−∞
=

1

𝜎√2𝜋
∫ (𝜎2 + 𝑏)𝑒−

𝑍2

2 𝜎𝑑𝑧
∞

−∞
 

 =
𝜎

√2𝜋
∫ 𝑍𝑒−

𝑧2

2 𝑑𝑧
∞

−∞
+

𝑏

√2𝜋
∫ 𝑒−

𝑧2

2 𝑑𝑧
∞

−∞
= 0 +

𝑏

√2𝜋
2 ∫ 𝑒−

𝑧2

2 𝑑𝑧
∞

0
 

 

{
 
 
 
 

 
 
 
 [𝑍 =

𝑥−𝑏

𝜎
] ;   𝑥 = (𝜎2 + 𝑏);   𝑑𝑍 =

𝑑𝑥

𝜎
⇒ 𝑑𝑥 = 𝜎𝑑𝑍 (𝑙𝑖𝑚𝑖𝑡𝑠 𝑠𝑎𝑚𝑒)

𝑒𝑣𝑒𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛   𝑖𝑓 𝑓(−𝑥) = 𝑓(𝑥) 𝑖𝑠 𝑒𝑣𝑒𝑛 

𝐼𝑓 𝑓(−𝑥) = −𝑓(𝑥)𝑡ℎ𝑒𝑛 𝑜𝑑𝑑 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ⇒ 𝑓𝑜𝑟 𝑜𝑑𝑑 ∫ 𝑓(𝑥)𝑑𝑥
∞

−∞
= 0

= 𝑍𝑒−
𝑧2

2  𝑖𝑠 𝑜𝑑𝑑;  𝑒−
𝑧2

2 = 𝑒𝑣𝑒𝑛

𝐿𝑒𝑡 
𝑍2

2
= 𝑡 ⇒ 𝑍 = 2√𝑡

2𝑍

2
𝑑𝑍 = 𝑑𝑡 ⇒ 𝑑𝑍 =

𝑑𝑡

𝑍
=

𝑑𝑡

2√𝑡 }
 
 
 
 

 
 
 
 

 

   𝑤ℎ𝑒𝑟𝑒 𝑏 = 𝜇 ∫ 𝑓(𝑥)𝑑𝑥
 𝑎

−𝑎
= 2∫ 𝑓(𝑥)𝑑𝑥

𝑎

0
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 =
2𝑏

√2𝜋
∫ 𝑒

−𝑡
𝑑𝑡

2√𝑡
∞

0
=

𝑏

√2𝜋
∫ 𝑒−𝑡𝑡−

1

2𝑑𝑡
∞

0
=

𝑏

√2𝜋
2 ∫ 𝑒−𝑡

∞

0

𝑑𝑡

√2𝑡
=

𝑏

√𝜋
∫ 𝑒−𝑡𝑡−

1

2𝑑𝑡
∞

0
 

 

{
 
 
 
 
 

 
 
 
 
 

Gamma function Γ(𝑛) = ∫ 𝑒−𝑡𝑡𝑛−1𝑑𝑛
∞

0

Γ (
1

2
) = ∫ 𝑒−𝑡𝑡−

1

2𝑑𝑡
∞

0

∫ 𝑒−
𝑥2

2 𝑑𝑥
∞

0
=
𝜋

2

Γ(𝑛)Γ(1 − 𝑛) =
𝜋

sin𝑛𝜋

Γ (
1

2
)Γ (1 −

1

2
) =

𝜋

sin
𝜋

2

Γ (
1

2
)Γ (

1

2
) =

𝜋

2
⇒ (Γ(

1

2
))
2

=
𝜋

2
⇒ Γ(

1

2
) = √𝜋}

 
 
 
 
 

 
 
 
 
 

 

  =
𝑏

√𝜋
Γ(

1

2
) =

𝑏

√𝜋
√𝜋 = 𝑏 

VARIANCE OF NORMAL DISTRIBUTION: 

 Variance 𝐸(𝑥 − 𝜇)2 = ∫ (𝑥 − 𝑏)2𝑓(𝑥)𝑑𝑥
∞

−∞
=

1

𝜎√2𝜋
∫ (𝑥 − 𝑏)2𝑒−

1

2
(
𝑥−𝑏

𝜎
)
2

 

−∞
(𝜇 = 𝑏) 

 =
1

𝜎√2𝜋
∫(2𝜎 + 𝑏 − 𝑏)2𝑒

−
1

2
𝑧2𝑑𝑧(𝜎) =

1

√2𝜋
∫ 𝑧2𝑒−

1

2
𝑧2𝑑𝑧 (𝜎2)

∞

−∞
(𝑒𝑣𝑒𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛) 

 =
𝜎2

√2𝜋
2 ∫ 𝑧2𝑒−

1

2
𝑧2𝑑𝑧

∞

0
=
2𝜎2

√2𝜋
∫ 2𝑡
∞

0
𝑒−𝑡

𝑑𝑡

√2𝑡
=
2𝜎2

2√𝜋
2∫ √𝑡𝑒−𝑡𝑑𝑡

 

0
=
2𝜎2

√𝜋
∫ √𝑡𝑒−𝑡𝑑𝑡
∞ 

0
 

 =
2𝜎2

√𝜋

1

2
√𝜋 = 𝜎2  

 

{
 
 
 

 
 
 

𝑥−𝑏

𝜎
= 𝑧 ⇒ 𝑥 = 𝜎𝑧 + 𝑏 ⇒ 𝑑𝑥 = 𝜎𝑑𝑧

𝑙𝑒𝑡
𝑧2

2
= 𝑡 ⇒ 𝑧2 = 2𝑡 ⇒ 𝑧𝑑𝑧 = 𝑑𝑡 ⇒ 𝑑𝑧 =

𝑑𝑡

√2𝑡

𝑇(𝑛) = ∫ 𝑒−𝑡𝑡𝑛𝑑𝑡
∞

0

𝑇 (
3

2
) = ∫ 𝑒−𝑡𝑡

3

2𝑑𝑡
∞

0
= ∫ 𝑒−𝑡𝑡

1

2𝑑𝑡
∞

0

𝑇(𝑛) = (𝑛 − 1)𝑇(𝑛 − 1) ⇒ 𝑇 (
3

2
) = (

3

2
− 1)𝑇 (

3

2
− 1) =

1

2
𝑇 (

1

2
) =

1

2
√𝜋}
 
 
 

 
 
 

  

MEAN DEVIATION FROM THE MEAN FOR NORMAL DISTRIBUTION: 

 Mean distribution = 𝐸(𝑥 − 𝜇) = ∫ (𝑥 − 𝑏)𝑓(𝑥)𝑑𝑥
∞

−∞
=

1

𝜎√2𝜋
∫ (𝑥 − 𝑏)2𝑒−

1

2
(
𝑥−𝑏

𝜎
)
2

𝑑𝑥
∞ 

−∞
 

 =
𝜎

𝜎√2𝜋
∫ |𝑧|𝑒−

𝑧2

2 𝜎𝑑𝑧
∞

−∞
=

𝜎

√2𝜋
2∫ 𝑧𝑒−

𝑧2

2 𝑑𝑧
∞

0
=
√2𝜎

√𝜋
∫ 𝑒−𝑡𝑑𝑡
∞

0
= √

2

𝜋
𝜎[−𝑒−𝑡]0

∞ = √
2

𝜋
𝜎 

 = √
14

22
𝜎 ≅

4

5
𝜎  

FOR MEDIAN: 

 Suppose M is the median of normal distribution, then  

 ∫ 𝑓(𝑥)𝑑𝑥
𝑀

−∞
= ∫ 𝑓(𝑥)𝑑𝑥

∞

𝑀
=
1

2
 , ∫ 𝑓(𝑥)𝑑𝑥

𝑀

−∞
=
1

2
 

 ∫ 𝑓(𝑥)𝑑𝑥
𝑏

−∞
+ ∫ 𝑓(𝑥)𝑑𝑥

𝑀

𝑏
=
1

2
  ……..(1) 

 Consider ∫ 𝑓(𝑥)𝑑𝑥
𝑏

−∞
= ∫

1

√2𝜋𝜎
𝑒−

1

2
(
𝑥−𝑏

𝜎
)
2

𝑑𝑥
𝑏

−∞
=

1

√2𝜋𝜎
∫ 𝑒−

𝑧2

2 𝜎𝑑𝑧
0

−∞
=

1

√2𝜋
∫ 𝑒−

𝑧2

2 𝑑𝑧
0

−∞
 

 =
1

√2𝜋
∫ 𝑒−

𝑧2

2 𝑑𝑥
∞

0
=

1

√2𝜋
.
√𝜋

√2
=
1

2
[𝑠𝑖𝑛𝑐𝑒 ∫ 𝑒−

𝑧2

2
∞

0
𝑑𝑧 =

√𝜋

√2
] 
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 From (1) ∫ 𝑓(𝑥)𝑑𝑥
𝑏

∞
+ ∫ 𝑓(𝑥)𝑑𝑥

𝑀

𝑏
=
1

2
 

 
1

2
+ ∫ 𝑓(𝑥)𝑑𝑥

𝑀

𝑏
=
1

2
⇒ ∫ 𝑓(𝑥)𝑑𝑥

𝑀

𝑏
= 0 ⇒ 𝑀 = 𝑏  

 ∴ Median = b. 

MODE OF THE DISTRIBUTION: 

 Mode is value of x for which f(x) is maximum. Mode is solution of 𝑓′(𝑥) =
0 𝑎𝑛𝑑 𝑓′′(𝑥) < 0 

 𝑓(𝑥) =
1

𝜎√2𝜋
𝑒
−
1

2
(
𝑥−𝑏

𝜎
)
2

⇒ 𝑓′(𝑥) =
1

𝜎√2𝜋
𝑒
−
1

2
(
𝑥−𝑏

𝜎
)
2

(−(
𝑥−𝑏

𝜎
))
1

𝜎
= −(

𝑥−𝑏

𝜎2
) 𝑓(𝑥) 

 𝑓′(𝑥) = 0 

 −(
𝑥−𝑏

𝜎2
)𝑓(𝑥) = 0 ⇒ (

𝑥−𝑏

𝜎2
) = 0 ⇒ 𝑥 − 𝑏 = 0 ⇒ 𝑥 = 𝑏 

 𝑓′′(𝑥) = − [(
𝑥−𝑏

𝜎2
)𝑓′(𝑥) + 𝑓(𝑥) (

1

𝜎
)] 

 = −
1

𝜎
[(
𝑥−𝜇

𝜎
) (−(

𝑥−𝑏

𝜎
))𝑓(𝑥) + 𝑓(𝑥)] 

 = −
1

𝜎
[−

(𝑥−𝑏)2

𝜎2
𝑓(𝑥) + 𝑓(𝑥)] = −

𝑓(𝑥)

𝜎
[−

(𝑥−𝑏)2

𝜎2
+ 1]   𝑎𝑡 𝑥 = 𝑏 

 𝑎𝑡 𝑥 = 𝑏 , 𝑓′′(𝑥) < 0 ⇒ 𝑚𝑜𝑑𝑒 = 𝑏 

 ∴In normal distribution Mean = Median = Mode 

CHIEF CHARACTERISTIC OF THE NORMAL DISTRIBUTION: 

1. The graph of the normal distribution μ = f(x). xy plane is known as normal curve. 

2. The curve is bell shaped symmetric about curve x = μ 
3. Area under normal curve represents total population. 

4. Mean, Median and Mode of the distribution coincide. So normal curve is unimodel. 

5. x – axis is an asymptote to the curve.  

IMPORTANCE OF NORMAL DISTRIBUTION: 

1. Most of the distributions occurring in practice example, Binomial, Poisson, and Hyper 

geometric distribution etc. can be approximated by Poisson distribution. 

2. Many of the distribution of sample static, the distribution of sample mean, sample 

variance etc tends to normality for large sample can be best studied with help of normal 

curve. 

3. The entire theory of small sample tests based on the fundamental assumption that the 

parent population from which sample have been drawn follow normal distribution. 

4. Theory of normal curves can be applied to the graduation of the curves which are not 

normal. 

5. Normal distribution finds large application in statistical quality control industry of setting 

control limits. 

CHIEF CHARACTERISTICS OF NORMAL DISTRIBUTION: 

1. Mean, median, mode are identical. 
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2. The curve is smooth, regular, bell shaped symmetric about line x = μ. 

3. Curve one maximum value at x = μ 

4. Curve ca extends from -∞ to ∞ 

5. Total area under the curve above x – axis is unity. 

6. Area between μ – σ  andμ + σ is 68.27%. 

7. μ - 2σ and μ + 2σ is 95.47. 

8. μ - 3σ and μ + 3σ is 99.73. 

9. Area bounded by the curve with X – axis and any two ordinates equal to probability for 

interval value. 

AREA UNDER NORMAL CURVE, NORMAL PROBABILITY INTEGRAL: 

 Take 𝑧 =
𝑥−𝜇

𝜎
 

 Total area under the curve is divided into two equal parts. Left hand side area and right 

hand side area. The area between 𝑧 = 0 and any other can be obtained from table. 

 𝑃(𝜇 < 𝑋 < 𝑥1) = ∫ 𝑓(𝑥)𝑑𝑥
𝑥1
𝜇

=
1

𝜎√2𝜋
∫ 𝑒−

1

2
(
𝑥−𝜇

𝜎
)
2

𝑑𝑥
𝑥1
𝜇

=
1

√2𝜋
∫ 𝑒−

𝑧2

2 𝑑𝑧
𝑧1
0

 

          (𝑧 =
𝑥−𝜇

𝜎
) (𝑧1 =

𝑥1−𝜇

𝜎
) 

 𝑃(𝜇 < 𝑋 < 𝑥1) = 𝑃(0 < 𝑧 < 𝑧1) =
1

√2𝜋
∫ 𝑒

−
𝑧2

2 𝑑𝑧
𝑧

0
= 𝐴(𝑧1) 

 𝑄(𝑧) =
1

2𝜋
𝑒−

𝑧2

2 is probability function for normal curve. 

 𝐴(−𝑧) = 𝐴(𝑧) 

HOW TO FIND PROBABILITY DENSITY FOR NORMAL CURVE: 

* Probability that normal variate with mean μ, S.D. σ, lies between two specific values 

𝑥1 𝑎𝑛𝑑 𝑥2, 𝑥1 < 𝑥2, are obtained using area under normal curve  𝑃(𝑥1 < 𝑋 < 𝑥2) 

 Step 1: Perform the changes of scale 𝑧 =
𝑥−𝜇

𝜎
 and find 𝑧1 𝑎𝑛𝑑 𝑧2 for distinct value of x. 

 Step 2: (a) To find 𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) = 𝑃(𝑧1 ≤ 𝑍 ≤ 𝑧2) 
 Case i) If both 𝑧1 𝑎𝑛𝑑 𝑧2 are positive (or both negative) then 

 𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) =  |𝐴(𝑧2)⏟  
 0 𝑡𝑜 𝑧2

− 𝐴(𝑧1)⏟  
𝑧1𝑡𝑜 𝑧2

|    

  
 

 Case ii) If 𝑧1 < 0 𝑎𝑛𝑑 𝑧2 > 0, 𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) = 𝐴(𝑧2) + 𝐴(𝑧1) 

  
 

 (b) To find 𝑃(𝑍 > 𝑧1) 
 Case i) 𝑧1 > 0 

 𝑃(𝑍 > 𝑧1) = 0.5 − 𝐴(𝑧1)[∵   𝑃(𝑍 < 0) = 𝑃(𝑍 > 0) = 1/2]   
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 Case ii) If 𝑧1 < 0 

 𝑃(𝑍 > 𝑧1) = 0.5 + 𝐴(𝑧1)        

  
 (c) To find 𝑃(𝑍 < 𝑧1) = 1 − 𝑃(𝑍 > 𝑧1) 
 Case i) If 𝑧1 > 0 then  

 𝑃(𝑍 < 𝑧1) = 1 − 𝑃(𝑍 > 𝑧1) = 1 − (0.5 − 𝐴(𝑧1)) 
 𝑃(𝑍 < 𝑧1) = 0.5 + 𝐴(𝑧1)        

  
 Case ii) If 𝑧1 ≤ 0 then 

 𝑃(𝑍 < 𝑧1) = 1 − 𝑃(𝑍 > 𝑧1) = 1 − (0.5 + 𝐴(𝑧1)) 
 𝑃(𝑍 < 𝑧1) = 0.5 − 𝐴(𝑧1)        
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PROBLEMS ON NORMAL DISTRIBUTION: 

1. For a normal distribution variate with mean 1 and S.D. 3, find the probability that i) 

3.43 ≤ 𝑥 ≤ 6.19 ii) −1.43 ≤ 𝑥 ≤ 6.19      

Sol: 𝜇 = 1, 𝜎 = 3 

 i) When 𝑥 = 3.43, 𝑍 =
𝑥−𝜇

𝜎
=
3.43−1

3
=
2.43

3
= 0.81 = 𝑧1    

  

 When 𝑥 = 6.19, 𝑍 =
𝑥−𝜇

𝜎
=
6.19−1

3
=
5.19

3
= 1.73 = 𝑧2     

 𝑃(3.43 ≤ 𝑥 ≤ 6.19) = 𝑃(0.81 ≤ 𝑍 ≤ 1.73) 
 = 𝐴(𝑧2) − 𝐴(𝑧1) = 𝐴(1.73) − 𝐴(0.81) (From table) 

 = 0.4582 − 0.2910 = 0.1672       

 ii) −1.43 ≤ 𝑥 ≤ 6.19 

 When 𝑥 = −1.43,𝑍 =
𝑥−𝜇

𝜎
=
−1.43−1

3
=
−2.43

3
= −0.81 = 𝑧1    

  

 When 𝑥 = 6.19, 𝑍 =
𝑥−𝜇

𝜎
=
6.19−1

3
=
5.19

3
= 1.73 = 𝑧2     

 𝑃(−1.43 ≤ 𝑥 ≤ 6.19) = 𝑃(−0.81 ≤ 𝑍 ≤ 1.73) = 𝐴(𝑧2) + 𝐴(𝑧1) = 𝐴(1.73) +
𝐴(−0.81) 

 = 0.4582 + 0.2910 = 0.7492 

2. If X is a normal variate find 

 i) To the left of 𝑍 = −1.78 

 ii) To the right of 𝑍 = −1.45 

 iii) Corresponding to −0.80 ≤ 𝑍 ≤ 1.53 

 iv) To the left of 𝑍 = −2.52 𝑎𝑛𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑟𝑖𝑔ℎ𝑡 𝑜𝑓 𝑍 = 1.83 

Sol: i) Required area =          

 = 𝐴(−1.78) = 0.5 − 𝐴(1.78) = 0.5 − 0.4625 (𝑓𝑟𝑜𝑚 𝑡𝑎𝑏𝑙𝑒) = 0.0375.   

  
 ii) To the right of 𝑍 = −1.45        

 𝐴(−1.45) = 0.5 + 𝐴(1.45) = 0.5 + 0.4256 = 0.9256 
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 iii) Area corresponding to −0.80 ≤ 𝑍 ≤ 1.53     

 𝐴(0.8) + 𝐴(1.53) = 0.2881 + 0.4370 = 0.7251 

  

 iv) Area to the right of 𝑍 = −2.52 𝑎𝑛𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑟𝑖𝑔ℎ𝑡 𝑜𝑓 𝑍 = 1.83   

 [0.5 − 𝐴(2.52)] + [0.5 − 𝐴(1.83)] = (0.5 − 0.4941) + (0.5 − 0.4664) 
 = 0.0059 + 0.0336 = 0.0395. 

  

3. X is normally distributed with mean 8, S.D. = 4. Find i) 𝑃(5 ≤ 𝑋 ≤ 10),  ii) 𝑃(𝑋 ≤ 15) 
Sol: Let X be a normal variate, 

 𝑍 =
𝑥−𝜇

𝜎
 

 i) 𝑃(5 ≤ 𝑋 ≤ 10) 

 When 𝑋 = 5, 𝑧1 =
5−8

4
= −

3

4
= −0.75 

 When 𝑋 = 10, 𝑧2 =
10−8

4
=
1

2
= 0.5 

 𝑃(5 ≤ 𝑋 ≤ 10) = 𝑃(−0.75 ≤ 𝑍 ≤ 0.5)      

  
 = 𝑃(−0.75 ≤ 𝑍 ≤ 0) + 𝑃(0 ≤ 𝑍 ≤ 0.5) = 𝐴(0.75) + 𝐴(0.5) 
 = 0.2734 + 0.1915 = 0.4649 

 ii) 𝑃(𝑋 ≤ 15) = 𝑃(𝑍 ≤ 1.75)        

  

 For 𝑋 = 15, 𝑍 =
𝑋−𝜇

𝜎
=
15−8

4
= 1.75 

 = 0.5 + 𝑎(1.75) = 0.5 + 0.4599 = 0.9599 

4. Suppose the weight of 800 students are normally distributed with mean = 140 pounds, 

standard deviation 10 pounds, find number of students whose weights are 

 i) Between 138 and 148 pounds  ii) more than 152 pounds.          

Sol: Mean 𝜇 = 140, 𝜎 = 10, 𝑛 = 800 

 𝑍 =
𝑥−𝜇

𝜎
  

 i) Between 138 and 148 pounds = 𝑃(138 ≤ 𝑋 ≤ 148) 
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 𝑥1 = 138, 𝑧1 =
138−140

10
= −0.2, 𝑧2 =

148−140

10
= 0.8 

 𝑃(−0.2 ≤ 𝑍 ≤ 0.8) = 𝐴(0.2) + 𝐴(0.8)     

  
 = 0.0793 + 0.2881 = 0.3674 
 No. of students = 0.3674 × 800 = 293.9 ≅ 294 

 ii) More than 152 pounds 

 𝑍 = 1.2    𝑃(𝑋 > 152) = 𝑃(𝑍 > 1.2) = 0.5 − 𝐴(1.2)   

  
 = 0.5 − 0.3849 = 0.1151 

 No. of students = 0.1151 × 800 = 92.08 = 92 

5. The marks obtained in statistics in a certain examination found to be normally distributed. 

If 15% of the marks of the students is (≥) 60, 40% of the students < 30 marks, find 

mean, S.D? 

Sol: 𝑃(𝑋 ≥ 60) = 0.15 

 Since 0.15 <
1

2
 is to the right of Z, Z must be positive such that area from 0 to Z is 0.5 −

0.15 = 0.35 corresponding to Z value from table is 1.04 (in reverse we have to see i.e., 

A(1.04)=0.350) 

 Given,           

  

 𝑃(𝑋 < 30) = 0.4 <
1

2
, 𝑍 Must be negative such that area from 0 to Z is 0.5 – 0.4 = 0.1 

 = −0.25 𝑜𝑟 0.26 

 Now, 
60−𝜇

𝜎
= 1.04 𝑜𝑟 𝜇 + 1.04𝜎 = 60 

 
30−𝜇

𝜎
= −0.25 𝑜𝑟 𝜇 − 0.25𝜎 = 30 

 Solving the above two equations 𝜇 = 35.8, 𝜎 = 23.25 

6. Find mean and S.D. of normal distribution in which 7% of items are under 35 and 89% are 

under 63. 

Sol: Let X be continuous random variable 

 Given𝑃(𝑋 < 35) = 0.07 <
1

2
. So Z must be negative such that area from 0 to Z is 0.5 – 

0.07 = 0.43 from table. 𝑍 = −1.48  
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 Given that 𝑃(𝑋 < 63) = 0.89 >
1

2
,  Z must be positive, area from 0 to Z is 0.89 – 0.5 = 

0.39 = 1.23 from table.         

 So, 𝑍 =
𝑥−𝜇

𝜎
=
35−𝜇

𝜎
= −1.48  ⇒   𝜇 − 1.48𝜎 = 35 

 For 63, 
63−𝜇

𝜎
= 1.23  ⇒   𝜇 + 1.23𝜎 = 63 

 Solving the above equations, we get 

 𝜇 = 50.3, 𝜎 =   10.33 

7. A sales tax officer has reported that the average sales of 500 business that has deal with 

during a year is 36,000 with a S.D. of 10,000. Assume that sales of this person is normally 

distributed. Find i) the number of business as the sales of while are Rs 40,000. 

 ii) The percentage of business the sales of while are likely to range between Rs 30,000 and 

Rs 40,000. 

Sol: Mean 𝜇 = 36,000,𝑁 = 500,𝜎 = 10,000 

 We know that 𝑍 =
𝑥−𝜇

𝜎
=
𝑥−36000

10000
 

 When 𝑥 = 40,000, 𝑧1 =
40000−36000

10000
=

4000

10000
= 0.4 

 When 𝑥 = 30,000, 𝑧2 =
30000−36000

10000
= −

6000

10000
= −0.6 

 i) 𝑃(𝑋 > 40000) = 𝑃(𝑍 > 0.4)      

  
 = 0.5 − 𝐴(0.4) = 0.5 − 0.1554 = 0.3446 = 34.4% 

 ii) 𝑃(30,000 < 𝑋 < 40,000) = 𝑃(−0.6 < 𝑍 < 0.4)    

  
 = 0.2258 + 0.1554 = 0.3812 = 38.12 

8. What is the probability that X will be between 75 and 78 if a random sample of size 100 is 

taken from an infinite population has mean 76, variance 256. 

Sol: Let X be normally distributed 

 𝑛 = 100,𝜇 = 76,  
 𝜎2 = 256 ⇒  𝜎 = 16 

 Standard normal variable 𝑍 =
𝑋−𝜇

𝜎 √𝑛⁄
=

𝑋−76

16/√100
 

 When 𝑋 = 75,  
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 𝑧1 =
75−76

16/√100
= −0.625 

 When 𝑋 = 78,  

 𝑧2 =
78−76

16/√100
= 1.25 

 𝑃(75 < �̅� < 78) = 𝑃(−0.625) < 𝑍 < (1.25) 
 = 0.3944 + 0.2324 = 0.6268 

9. A normal population has mean 0.1 and S.D. 2.1. Find probability that the mean of simple 

sample of 900 member will be negative. 

Sol: 𝑧 =
�̅�−𝜇

𝜎 √𝑛⁄
;     𝜇 = 0.1, 𝜎 = 2.1 

 𝑧 =
�̅�−0.1

2.1 √900⁄
=
�̅�−0.1

0.07
=

�̅�

0.07
− 1.43 

 �̅�is negative if 𝑍 < −1.43 

 𝑃(�̅� < 0) = 𝑃(𝑍 < −1.43) = 𝑃(2 > 1.43) 
 = 0.5 − 𝐴(1.43) = 0.5 − 0.4236 = 0.0764 

 ⇒ �̅� = 0.0764 

RELATED PROPERTIES: 

 If n is large and p and q are small close to zero, the binomial distribution can be closely 

approximated to normal distribution. For this consider two cases 

 Case i) When 𝑝 = 𝑞 =
1

2
 

 B.D. can be approximated to N.D. 

 𝑍 =
𝑋−𝑛𝑝

√𝑛𝑝𝑞
 𝑤ℎ𝑒𝑟𝑒 𝑛𝑝 = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝐵.𝐷. , √𝑛𝑝𝑞 = 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑜𝑓 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 

 Consider No. of success x ranges from 𝑥1 𝑡𝑜 𝑥2 then probability of getting 𝑥1 𝑡𝑜 𝑥2 
success is given by ∑ 𝐶𝑘

𝑛 𝑝𝑘𝑞𝑛−𝑘
𝑥2
𝑘=𝑥1

. 

 Suppose 𝑧1, 𝑧2 are values of Z corresponding to 𝑥1, 𝑥2 

 𝑃(𝑥1 < 𝑋 < 𝑥2) = 𝑃(𝑧1 < 𝑍 < 𝑧2) = ∫ ∅(𝑍)𝑑𝑧
𝑧2
𝑧1

 

 We can find values using Normal Distribution. 

 Case ii) When 𝑝 ≠ 𝑞 

 For any success x real class and trial is (𝑥 −
1

2
, 𝑥 +

1

2
) 

 𝑧1 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑠 𝑡𝑜 𝐿𝐿 𝑜𝑓 𝑥1 𝑎𝑛𝑑 𝑧2 𝑡𝑜 𝐿𝐿 𝑜𝑓 𝑥2 

 𝑧1 =
(𝑥1−

1

2
)−𝜇

𝜎
, =

𝑥1−
1

2
−𝑛𝑝

√𝑛𝑝𝑞
 

 𝑧2 =
(𝑥1+

1

2
)−𝜇

𝜎
=
𝑥1+

1

2
−𝑛𝑝

√𝑛𝑝𝑞
 

 Required probability = ∫ ∅(𝑍)𝑑𝑧
𝑧2
𝑧1

 

 From table we can find the values. 

PROBLEMS ON RELATED PROPERTIES: 

1. Find the probability that out of 100 students between 70 and 85 inclusive will pass an 

examination given that the chances of passing is 0.8. 

Sol: Given that 𝑝 = 0.8, 𝑛 = 100,𝑞 =  0.2 

 S.D. 𝜎 = √𝑛𝑝𝑞 = √100 × 0.8 × 0.2 = √16 = 4 

 𝜇 = 𝑛𝑝 = 100 × 0.8 = 80 

 Now to find 𝑃(70 ≤ 𝑋 ≤ 85) 
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 𝑥 = 70, 𝑧1 =
70−

1

2
−80

4
= −2.63 

 𝑥 = 85, 𝑧2 =
85+

1

2
−80

4
= 1.38 

 Required area= 𝑃(−2.63 < 𝑍 < 1.28) 
 = 𝐴(1.38) + 𝐴(2.63) 
 = 0.4162 + 0.4957 = 0.9119 

PRACTICE PROBLEMS: 

BINOMIAL DISTRIBUTION: 

1. In a binomial distribution consisting of 5 independent trails, probabilities of 1 and 2 

successes are 0.4096 and 0.2048 respectively find parameter P of the distribution. 

2. 20% of items produced from a factory are defective.  Find probability that in a sample of 

5 chosen at random. 

3. It has been claimed that in 60% of all solar heat installations the utility bill is reduced by 

at least one third. Accordingly what are probabilities that the utility bill will be reduced 

by at least one third in (i) four of five installations (ii) at least four of five installations? 

POISSON DISTRIBUTION: 

1. Derive mean and variance of Poisson distribution. 

2. If x is a Poisson variate such that 3P(X= 4) = 
1

2
 P(x = 2) + P(x = 0).  Find (i) The mean of 

x (ii) P(x≤2). 

3. If 2% of light bulbs are defective find (i) at least one is defective (ii) Exactly 7 are 

defective (iii) P (1 < x < 8) in a sample of 100. 

4. Fit a Poisson distribution to the following data. 

x 0 1 2 3 4 5 Total 

f 142 156 69 27 5 1 400 

NORMAL DISTRIBUTION: 

1. Derive median and mode of Normal Distribution. 

2. The marks obtained in statistics in a certain examination found to be normally distributed.  

If 15% of students ≥ 60 marks, 40%, < 30 marks.  Find the mean and standard deviation. 

3. If the masses of 300 students are normally distributed with mean 68 kgs and standard 

deviation 3 kgs how many students have masses  

 (i) Greater than 72 kg  (ii) Less than or equal to 64 kg 

 (iii) Between 65 and 71 kg inclusive. 

4. The heights of 1000 students are normally distributed with mean of 174.5cm and S.D of 

6.9cm assuming that the heights are recorded to the nearest half-cm how many of these 

students would you expect to have heights  

 (i) less than 160cm (ii) Between 171.5 and 182.0 cms (iii) Greater than or equal to 

188 cm. 

 

******** 

 

    

  


